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#### Abstract

In this thesis, we are interested in learning the bases from natural sounds. The null-space algorithm, proposed by Chen and Wu (2002) and Chen (2003), is applied here for solving thus problem. Based on two different source assumptions, we demonstrate what bases we learn from monkey sounds. Finally we compare these bases according to the different source assumptions.
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## 摘要

在這篇論文祼，我們有興趣在自然界聲音中找寻有用的聲音基底。陳和吴（2002）以及堜（2003）提出了零空間演算法，可用以解決這一個問题。基於雨種不同的來源之模型假定，我們展示了從猴子撀音所找到的基底。最後我們將根據不同的來源假設來比較這些基底之差異。

關键字：獨立因子分析，過度完全表示法，零空間演算法，無誤差模型。

## 1 Introduction

Natural signals have been characterized statistical dependencies across space and time. One viewpoint of sensory systems is that they need to uncover these dependencies by processing them with filters whose form depends on the characteristic statistics of the ensemble of signals to which they are exposed (Barlow, 1989, and Atick and Redlich, 1990). This is called the reduce redundancy principle (Barlow, 1961 and 1989). Under this principle, the decompositions of the observations should be as independent as possible. In order to reduce the dependence among the observations, Independent Component Analysis (ICA, e.g., Comon, 1994, and Bell and Sejnowski, 1995) is one of the efficient algorithms to elucidate the higher-order statistics of natural signals. In ICA, the observations are assumed to be the linear mixtures of the independent sources. Let $m$ be the number of observations, and $M$ be the number of the independent sources. Then the observations is represented as

$$
x_{i}=a_{i 1} s_{1}+\cdots+a_{i M} s_{M}, i=1, \ldots, m,
$$

where $x_{i}$ is the $i^{\text {th }}$ observation; $s_{j}$ is the $j^{\text {th }}$ source, $j=1, \cdots, M$, and $a_{i j}$ is the corresponding coefficient of the $j^{\text {th }}$ source to the $i$ th observation. Using the vector-matrix notation, this learn model is written as

$$
\begin{equation*}
\mathbf{x}=A \mathbf{s}, \tag{1}
\end{equation*}
$$

where $\mathbf{x}=\left(x_{1}, \cdots, x_{m}\right)^{\prime}$ is an m-dimensional observation vector, $\mathbf{s}=\left(s_{1}, \cdots, s_{M}\right)^{\prime}$ is an Mdimensional source vector, and $A$ is an $m \times M$ unknown basis matrix, and the Equation (1) is called independent component analysis (or ICA) model. In ICA algorithm, the mixing matrix $A$ is assumed to be an invertible square matrix. That is the number of observations is the same as the number of sources, i.e. $M=m$. Hence the goal of ICA is to find an invertible square matrix $W$ that makes outputs as independent as possible, i.e.,

$$
\mathbf{u}=W \mathbf{x}=W A \mathbf{s}
$$

where $\mathbf{u}$ is considered as an estimate of the source vector. The sources could be exactly recovered when $W$ is the inverse of $A$ up to a permutation and scale change, i.e.

$$
W A=R S
$$

where $R$ is a permutation matrix, and $S$ is the scaling matrix.
Besides ICA algorithm, Olshausen and Field (1996) proposed a similar learning algorithm, Sparse Coding, for recovering the independent sources based on the noise model, i.e.

$$
\begin{equation*}
\mathbf{x}=A \mathbf{s}+\epsilon \tag{2}
\end{equation*}
$$

where $\mathbf{x}=\left(x_{1}, \cdots, x_{m}\right)^{\prime}$ is an $m$-dimensional observation vector; $\mathbf{s}=\left(s_{1}, \cdots, s_{M}\right)^{\prime}$ is an $M$ dimensional source vector; $A$ is an $m \times M$ basis matrix, and $\epsilon=\left(\epsilon_{1}, \cdots, \epsilon_{m}\right)^{\prime}$ is Gaussian additive noise. Since in Sparse Coding, there is no restriction on the number of observations and sources, i.e. $A$ may not be the square matrix, Olshausen and Field (1997) studied the sparse coding for the overcomplete situation. That is the $A$ is a rectangular matrix with more columns than rows $(M>m)$. Based on the same noise model, Equation (2), Lewicki and Olshausen (1999), and Lewicki and Sejnowski (2000) proposed the overcomplete representation by approximating the likelihood function with a Gaussian mound around the posterior estimation and can be considered as the extension of complete ICA. However, the original ICA model is a noiseless model. For this "noiseless" model, Chen and Wu (2002) and Chen (2003) proposed the nullspace algorithm for the overcomplete independent component analysis. In their work, the model is

$$
\mathbf{x}=A \mathbf{s}
$$

where $\mathbf{x}=\left(x_{1}, \cdots, x_{m}\right)^{\prime}$ is an $m$-dimensional observation vector, $\mathbf{s}=\left(s_{1}, \cdots, s_{M}\right)^{\prime}$ is an $M$ dimensional source vector, $A$ is an $m \times M$ rectangular basis matrix with $M>m$. Except the null-space algorithm, ICA, sparse coding and overcomplete representation have been applied successfully in learning the bases from image patches and natural sounds. For example: Bell and Sejnowski (1996) applied ICA algorithm to learn the higher order structures of natural sounds, and Lewicki and Sejnowski (2000) studied the human speech signals by overcomplete representation. In this work, we are interested in learning the bases from natural sounds by the null-space algorithm, i.e. estimate the unknown matrix $A$.

This thesis is organized as the follows. In Section 2, the null-space algorithm will be introduced. Then we apply this algorithm to learn the bases from natural sounds, and the results are shown in Section 3. Finally a discussion is given in Section 4.

## 2 Null-space algorithm

Consider the model

$$
\begin{equation*}
\mathbf{x}_{t}=A \mathbf{s}_{t}, t=1, \cdots, T \tag{3}
\end{equation*}
$$

where $\mathbf{x}_{t}=\left(x_{1 t}, \cdots, x_{m t}\right)^{\prime}$ collects the observation vector at time $t$, $\mathbf{s}_{t}=\left(s_{1 t}, \cdots, s_{M t}\right)^{\prime}$ collects the source vector at time t , and $A$ is an $m \times M$ basis matrix with $M>m$. Since $A$ is a rectangular matrix, the matrix $A$ can be decomposed by singular value decomposition (SVD), i.e.

$$
A=U\left(\begin{array}{ll}
D & \mathbf{0}
\end{array}\right) V^{\prime}
$$

where $U$ is an $m \times m$ orthogonal matrix; $V$ is an $M \times M$ orthogonal matrix; $\mathbf{0}$ is an $m \times(M-m)$ zero matrix, and $D$ is an $m \times m$ diagonal matrix with the real diagonal elements, $d_{i}$, such that

$$
d_{1} \geq d_{2} \cdots \geq d_{m} \geq 0
$$

Hence, the solutions of Equation (3) can be represented as

$$
\begin{align*}
\mathbf{s}_{t} & =A^{-} \mathbf{x}_{t}+V_{2} c_{t} \\
& =V_{1} D^{-1} U^{\prime} \mathbf{x}_{t}+V_{2} c_{t} \\
& =V\left[\binom{D^{-1}}{\mathbf{0}} U^{\prime} \mathbf{x}_{t}+\binom{\mathbf{0}}{I_{M-m}} c_{t}\right] \tag{4}
\end{align*}
$$

where $A^{-}=V_{1} D^{-1} U^{\prime}$ is a generalized inverse of $A ; V_{1}=\left(v_{1}, \cdots, v_{m}\right)$ is the bases of the row space of $A ; V_{2}=\left(v_{m+1}, \cdots, v_{M}\right)$ is the bases of the null space of $A ; v_{i}$ is the $i^{\text {th }}$ column of $V$, and $c_{t}$ is a vector of coordinates in the null space. Then Equation (4) is called the null-space representation.

Assume the joint distribution of sources $\mathbf{s}_{1}, \cdots, \mathbf{s}_{T}$ to be $P\left(\mathbf{s}_{1}, \cdots, \mathbf{s}_{T}\right)$. With the null space representation, we have the joint pdf of $\mathbf{x}_{1}, \cdots, \mathbf{x}_{T}$ and $\mathbf{c}_{1}, \cdots, \mathbf{c}_{T}$,

$$
P\left(c_{1}, \cdots, c_{T}, \mathbf{x}_{1}, \cdots, \mathbf{x}_{T} \mid A\right)=P\left(\mathbf{s}_{1}, \cdots, \mathbf{s}_{T}\right)|D|^{-T} .
$$

Here $\mathbf{x}_{1}, \cdots, \mathbf{x}_{T}$ are observations; $c_{1}, \cdots, c_{T}$ are latent variables, and $A=U\left(\begin{array}{ll}D & \mathbf{0}\end{array}\right) V^{\prime}$ is the unknown parameter. Based on Bayesian framework, we put uniform priors on $U, V$ and $\log (D)$. The reason for why we can work on $\log (D)$ is that $D$ is a scaling matrix. Then the posterior distribution of $A$ is

$$
\begin{align*}
& P\left(U, V, \log (D) \mid c_{1}, \cdots, c_{T}, \mathbf{x}_{1}, \cdots, \mathbf{x}_{T}\right) \\
\propto & P(U, V, \log (D)) P\left(c_{1}, \cdots, c_{T}, \mathbf{x}_{1}, \cdots, \mathbf{x}_{T} \mid U, V, \log (D)\right) . \tag{5}
\end{align*}
$$

According to this posterior, the estimation of the unknown parameter $A$ can be found by the data augmentation algorithm of Tanner and Wong (1987). In fact, the data augmentation algorithm is a stochastic version of the EM algorithm (Dempster, Laird, and Rubin, 1997), which iterates of the two steps :

Step 1. Recovering $s_{t}$ by sampling from $P\left(c_{1}, \cdots, c_{T} \mid \mathbf{x}_{1}, \cdots, \mathbf{x}_{T}, A\right)$, it means the distribution of the missing data given the observed data and the parameter.

Step 2. Estimating $A$ by sampling from $P\left(U, V, \log (D) \mid c_{1}, \cdots, c_{T}, \mathbf{x}_{1}, \cdots, \mathbf{x}_{T}\right)$, it means complete data posterior distribution.

Here $P\left(c_{1}, \cdots, c_{T} \mid \mathbf{x}_{1}, \cdots, \mathbf{x}_{T}, A\right)$ and $P\left(U, V, \log (D) \mid c_{1}, \cdots, c_{T}, \mathbf{x}_{1}, \cdots, \mathbf{x}_{T}\right)$ are all proportional to the joint posterior, Equation (5). The difference of them is which is fixed and which is random.

To perform these two steps, Chen and $\mathrm{Wu}(2002)$ and Chen (2003) proposed the nullspace algorithm. There are two parts in this algorithm. One is inhibition algorithm, and the other one is Givens sampler. We would describe these two algorithms in the following :

Part 1. Inhibition algorithm: This algorithm is to sample $c_{t}$ from their conditional distribution $P\left(c_{1}, \cdots, c_{T} \mid \mathbf{x}_{1}, \cdots, \mathbf{x}_{T}, A\right)$ by Langevin-Eular moves. Assume the target distribution is $\pi(\mathbf{c}) \propto \exp (-H(\mathbf{c}))$. Then

$$
\begin{equation*}
\mathbf{c}(\tau+1)=\mathbf{c}(\tau)-\left.\frac{h}{2} \frac{\partial H(\mathbf{c})}{\partial \mathbf{c}}\right|_{\mathbf{c}=\mathbf{c}(\tau)}+\sqrt{h} Z_{\tau} \tag{6}
\end{equation*}
$$

where $\mathbf{c}(\tau)$ is the value of $\mathbf{c}$ at $\tau^{\text {th }}$ iteration of the Langevin-Euler process, i.e. $\mathbf{c}(\tau)$ collects the value of $\left(c_{1}, \cdots, c_{T}\right)$ at the $\tau^{\text {th }}$ iteration of Langevin-Euler move, $Z_{\tau}$ is white noise vector, and $h>0$ is a suitable constant.

Part 2. Given sampler: This method is used to sample the orthogonal matrices $U$ and $V$, and to estimate the diagonal matrix $D$ from their posteriors. As mentioned before, we work on the $\log$ scale with $w_{i}=\log \left(d_{i}\right)$, and $w_{1}, \cdots, w_{m}$ satisfy $w_{1}>\cdots>w_{m}$. The prior of $w_{1}, \cdots, w_{m}$ is assumed to be uniform with the order constraint. Hence the posterior distribution of $w_{1}, \cdots, w_{m}$ is

$$
\begin{aligned}
& P\left(w_{1}, \cdots, w_{m} \mid \mathbf{x}_{1}, \cdots, \mathbf{x}_{T}, c_{1}, \cdots, c_{T}, U, V\right) \\
\propto & \left.P\left(\mathbf{s}_{1}, \cdots, \mathbf{s}_{T}\right) \exp \left(-T \sum_{i=1}^{m} w_{i}\right)\right) .
\end{aligned}
$$

Therefore the maximum a posterior (MAP) estimation of $\mathbf{w}=\left(w_{1}, \cdots, w_{m}\right)^{\prime}$ can be found by solving

$$
\begin{equation*}
\frac{\partial \log P\left(\mathbf{s}_{1}, \cdots, \mathbf{s}_{T}\right)}{\partial \mathbf{w}}=T \frac{\partial \sum_{i=1}^{m} w_{i}}{\partial \mathbf{w}} \tag{7}
\end{equation*}
$$

Now we consider how to sample $U$ and $V$ from their posterior distributions. The columns of $U$ and $V$ are orthogonal to each other, and we must maintain the orthogonality when we update $U$ and $V$. Hence it is not good to sample $U$ and $V$ directly. So we accomplish this work with the following procedure. Suppose we want to update $U$. We randomly select two columns $u_{i}$, and $u_{j}$ of $U$, and rotate them by an angle $\theta_{i j}$ on the plane spanned by the two vectors, i.e,

$$
\begin{aligned}
& u_{i} \quad \leftarrow \quad u_{i} \cos \theta_{i j}+u_{j} \sin \theta_{i j}, \\
& u_{j} \quad \leftarrow \quad-u_{i} \sin \theta_{i j}+u_{j} \cos \theta_{i j} .
\end{aligned}
$$

The distribution of $\theta_{i j}$ can be easily derived from the posterior distribution of $U$ given everything else, i.e.,

$$
P\left(\theta_{i j}\right) \propto P\left(c_{1}, \cdots, c_{T}, \mathbf{x}_{1}, \cdots, \mathbf{x}_{T} \left\lvert\, A=U\left(i, j, \theta_{i j}\right)\left(\begin{array}{ll}
D & \mathbf{0} \tag{8}
\end{array}\right) V\right.\right)
$$

and $\theta_{i j}$ can be drawn from $P\left(\theta_{i j}\right)$ by the inversion method. Based on this procedure, we can maintain the orthogonality of all the column vectors, and the updating procedure is the same for $V$.

Here we summarize the null-space algorithm. The null-space algorithm iterates the following two steps :

## Recovering source vector $\mathrm{s}_{t}$ :

We use the Langevin-Euler moves to sample the null-space coefficient $c=\left(c_{1}, \cdots, c_{T}\right)$ from its condition distribution, and then update the sources according to the null-space representation.

## Estimating basis matrix $A$ :

Based on the updating sources, we can get the estimation of $D$ by solving Equation (7) and update two columns of $U$ or $V$ by sampling the corresponding angle from Equation (8).

## 3 Experimental Results

In this thesis, we want to learn the bases from the natural sounds by null-space algorithm, and to see if there exist some special local structures in the bases. The observations we use here is the monkey's sound with 120 samples. The unrecovered sources are assumed to be independent at time $t$, and to come from a generalized gaussian distribution (GGD). Hence, the joint pdf of $\mathbf{s}_{1}, \cdots, \mathbf{s}_{T}$ is

$$
\begin{align*}
P\left(\mathbf{s}_{1}, \cdots, \mathbf{s}_{T}\right) & =\prod_{t=1}^{T} P\left(\mathbf{s}_{t}\right) \\
& =\prod_{t=1}^{T}\left[\prod_{i=1}^{M} P\left(\mathbf{s}_{i t}\right)\right] \\
& =\prod_{t=1}^{T} \prod_{i=1}^{M} \frac{\lambda}{2} \exp \left\{-\lambda\left|\mathbf{s}_{i t}\right|^{r}\right\} \tag{9}
\end{align*}
$$

where $r$ denotes the shape parameter, and $\lambda$ is related to the variance of the distribution. Here, the bases are learned by the null-space algorithm based on different shape parameters. Before running the null-space algorithm, we center the observations and do a whitening transformation on the observations to make the problem simpler.

### 3.1 GGD with $r=1$

When $r=1$, the generalized gaussian distribution is the double exponential distribution. Then the joint distribution of $s_{1}, \cdots, s_{T}$ is

$$
\begin{align*}
P\left(\mathbf{s}_{1}, \cdots, \mathbf{s}_{T}\right) & =\prod_{t=1}^{T} P\left(\mathbf{s}_{t}\right) \\
& =\prod_{t=1}^{T}\left[\prod_{i=1}^{M} P\left(\mathbf{s}_{i t}\right)\right] \\
& =\prod_{t=1}^{T} \prod_{i=1}^{M} \frac{\lambda}{2} \exp \left\{-\lambda\left|\mathbf{s}_{i t}\right|\right\} \\
& =\left(\frac{\lambda}{2}\right)^{M T} \exp \left\{-\lambda \sum_{t=1}^{T} \sum_{i=1}^{M}\left|\mathbf{s}_{i t}\right|\right\} \tag{10}
\end{align*}
$$

Based on this source assumption, we consider different sample sizes of observations to see if there exists any special pattern in the bases.

Case 1. In this case, for each time $t$, each observation vector $\mathbf{x}_{\mathbf{t}}$ is $30 \times 1$, and the source vector $\mathbf{s}_{\mathbf{t}}$ is assumed to be $40 \times 1$. Then the basis matrix $A$ a is $30 \times 40$ matrix. After 40000 iterations, the basis vectors are shown in Figure 1, and the distributions of recovered sources with the corresponding kurtoses are shown in Figure 2.

Case 2. In this case, for each time $t$, each observation vector $\mathbf{x}_{\mathbf{t}}$ is $40 \times 1$, and the source vector $\mathbf{s}_{\mathbf{t}}$ is assumed to be $50 \times 1$. Then the basis matrix $A$ a is $40 \times 50$ matrix. After 60000 iterations, the basis vectors are shown in Figure 3, and the distributions of recovered sources with the corresponding kurtoses are shown in Figure 4.

Case 3. In this case, for each time $t$, each observation vector $\mathbf{x}_{\mathbf{t}}$ is $50 \times 1$, and the source vector $\mathbf{s}_{\mathbf{t}}$ is assumed to be $60 \times 1$. Then the basis matrix $A$ is a $50 \times 60$ matrix. After 90000 iterations, the basis vectors are shown in Figure 5, and the distributions of recovered sources with the corresponding kurtoses are shown in Figure 6.

$$
\begin{aligned}
& \text { Ans. }
\end{aligned}
$$

Figure 1: The patterns of the learned bases when the size of the mixing matrix $A$ is $30 \times 40$.


Max xurosos $=6.36$

Min hurosos $=2.74$

Figure 2: Distributions of learned sources and their corresponding kurtoses.






Figure 3: The patterns of the learned bases when the size of the mixing matrix $A$ is $40 \times 50$.
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Figure 4: Distributions of learned sources and their corresponding kurtoses.
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Figure 5: The patterns of the learned bases when the size of the mixing matrix $A$ is $50 \times 60$.


Figure 6: Distributions of learned sources and their corresponding kurtoses.

### 3.2 GGD with $r=0.5$

After the experiments with the double exponential distributed assumption, we consider another generalize gaussian distribution with shape parameter $r=0.5$. The joint distribution of $\mathbf{s}_{1}, \cdots, \mathbf{s}_{T}$ is

$$
\begin{align*}
P\left(\mathbf{s}_{1}, \cdots, \mathbf{s}_{T}\right) & =\prod_{t=1}^{T} P\left(\mathbf{s}_{t}\right) \\
& =\prod_{t=1}^{T}\left[\prod_{i=1}^{M} P\left(\mathbf{s}_{i t}\right)\right] \\
& =\prod_{t=1}^{T} \prod_{i=1}^{M} \frac{\lambda}{2} \exp \left\{-\lambda\left|\mathbf{s}_{i t}\right|^{0.5}\right\} \\
& =\left(\frac{\lambda}{2}\right)^{M T} \exp \left\{-\lambda \sum_{t=1}^{T} \sum_{i=1}^{M}\left|\mathbf{s}_{i t}\right|^{0.5}\right\} \tag{11}
\end{align*}
$$

In this case, for each time $t$, each observation vector $\mathbf{x}_{\mathbf{t}}$ is $30 \times 1$, and the source vector $\mathbf{s}_{\mathbf{t}}$ is assumed to be $40 \times 1$. Then basis matrix $A$ is a $30 \times 40$ matrix. After 40000 iterations, the basis vectors are shown in Figure 7, and the distributions of recovered sources with the corresponding kurtoses are shown in Figure 8.


Figure 7: The patterns of the learned bases when the size of the mixing matrix $A$ is $40 \times 40$.


Figure 8: Distributions of learned sources and their corresponding kurtoses.

## 4 Discussion

In our work, the bases of natural sounds are learned by the null-space algorithm with the different source assumptions. Since all we have is the observations, how to get good results depends on the assumptions of sources. Here the marginal distributions of sources are assumed to be the generalized gaussian distributions with shape parameter $r=1$ and $r=0.5$, i.e.

$$
P\left(\mathbf{s}_{1}, \cdots, \mathbf{s}_{T}\right)=\left(\frac{\lambda}{2}\right)^{M T} \exp \left\{-\lambda \sum_{t=1}^{T} \sum_{i=1}^{M}\left|\mathbf{s}_{i t}\right|\right\}
$$

and

$$
P\left(\mathbf{s}_{1}, \cdots, \mathbf{s}_{T}\right)=\left(\frac{\lambda}{2}\right)^{M T} \exp \left\{-\lambda \sum_{t=1}^{T} \sum_{i=1}^{M}\left|\mathbf{s}_{i t}\right|^{0.5}\right\}
$$

According to the results in Lewicki and Sejnowski (2000), what we want to do is to see if there exist localized structures in the bases. With the same observations, we compare the patterns of learned bases in Figure 1 and Figure 7. It seems that the bases in Figure 7 contain more localized and special structures than the bases in Figure 1. The distributions of the learned sources must have the sharp peak at zero and heavy tails, because the sources are assumed to follow the sparse distributions. Hence, we plot the histograms of distributions of sources to see the sparseness of sources. Clearly, most source distributions of GGD assumption with $r=0.5$ have higher sharp peak at zero than those of double exponential assumption, and they also have the higher kurtoses. Therefore, we prefer the generalized gaussian distribution with shape parameter $r=0.5$ to be the marginal distribution of our sources in our experiment.

In this thesis, we assume sound signals, $s_{i j}$, follow an independently identical distribution. However, the sound signals should not be independent in the real world. Lewicki (2002) assumed the signal observation $x(t)$ in a time window of length $N$ to learn bases. That is

$$
s_{i}(t)=\sum_{\tau=0}^{N} x(\tau) a_{i}(t-\tau)
$$

$s_{i}(\mathrm{t})$ is the $i^{\text {th }}$ source, $i=1, \cdots, M$, and $a_{i}(\mathrm{t})$ is the bases of natural sounds at time t . Hence, the sources assumption is not time independent, and we may apply this idea with the null-space algorithm to learn bases from natural sounds.

Here we only consider the size of basis matrix $A$ being $30 \times 40 ; 40 \times 50$ or $50 \times 60$. These size may be too small to catch the localized structures. Hence we suggest to use bigger basis matrix. However, the bigger matrix is, the more computing time we need to learn. Therefore, we should improve our programming ability to have more efficient code. Besides learning the bases from natural sounds, Olshausen and Field (1996), Lewicki and Olshausen (1999), and Olshausen and Millman (2000) also considered the problems on learning the bases from image
patches . Hence it could be interested to apply the null-space algorithm into small image patches to see what bases we would learn from images. As we mentioned before, we need to have more efficient coding ability because for images, the size of $A$ should be larger and larger. For example A is assumed to be $64 \times 128$ in Olshausen and Millman (2000).
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