3R ERFE AN R FEB TR IR A A AR

#8 Y LT IR R AT o -
2:Xe5R] 0 100 48 AFBRLE A 100 o ABRAHAM R

. Prove each of the following statements. (Assume that any conditioning event has
positive probability)
(1) If P(B) =1, then P(A|B) = P(A) for any A. (5%)
(2) Asswme that P(A) > 0 and P(B) > 0. If A and B are independent, then they

cannot be mutually exclusive, and if A and B are mntually exelusive, then they

cannot be independent. (5%)

2. Prove that the following funetions are cdfs,

(1) 1 —exp(—x),x € (0,00), (2) exp(—e ). x € (—oc. o). (10%)

3. Consider the following two pdfs,

fila) = _I : l*x]:(—(l{:g.:']{-’?]..r' =0, and fo(x) = fi(x)[1 + sin(27 logx)], 2 = 0.

W 2ma

Show that

(1) If Xy ~ fi(x). then E(X]) = exp(r?/2).r =0,1.2,.... (10%)
(2) Suppose Xo ~ fa(x). Then E(X{) = E(X]) for r =0,1,2,.... (10%)

4. Prove the following inequalities.

(1) Let X be a random variable with moment-generating function, My (f), —h <t <
h. Show that

P(XZa)<e™Mxy(t),0<t<h, and P(X <a) <e “My(f),-h <t <.

(10%)
(2) Let Xy,..... X, be iid with mgf My (t). —h <t < h. and let S, = 31", X;. Show
that

P(S, > a) < e ™[Mx(t)]".0 <t < h, and P(S, < a) < e “[My(£)]", ~h < t <0.

(10%)
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5. Suppose Uy and Us are iid Uniform(0.1). Let
Xy = cos(2xl))y/=2log Us and Xo = sin(2xl7) )/ =2log Us.
Prove that Xy and X2 are independent N(0.1) random variables. {10%)

G. Let X and Y be independent N(0.1) random variables. Define a new random variable,

Z. by
7 - X . ii: XY =10
-X XY <0

Show that Z has a normal distribution. (10%

7. Find the pdf of [TL; Xi . where X;s are independent Uniform(0.1) random variables.

(10%)

8. Let X ~ Poisson(#) and Y ~ Poisson{A), and X and Y are independent. Find the

distribution of XX + Y., (10%)
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